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Time-lapse inverse theory with applications
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ABSTRACT

Compaction in the reservoir overburden can impact production
facilities and lead to a significant risk of well-bore failures. Preva-
lent practices of time-lapse seismic processing of 4D data above
compacting reservoirs rely on picking time displacements and
converting them into estimated velocity changes and subsurface
deformation. This approach relies on prior data equalization and
requires a significant amount of manual interpretation and quality
control. We have developed methods for automatic detection of
production-induced subsurface velocity changes from seismic
data. We have evaluated a time-lapse inversion technique based
on a simultaneous regularized full-waveform inversion (FWI) of
multiple surveys. In our approach, baseline and monitor surveys

are inverted simultaneously with a model-difference regulariza-
tion penalizing nonphysical differences in the inverted models
that are due to survey or computational repeatability issues. The
primary focus of our work was the inversion of long-wavelength
“blocky” changes in the subsurface model, and this was achieved
using a phase-only FWI with a total-variation model-difference
regularization. However, we have developed a multiscale exten-
sion of our method for recovering long- and short-wavelength
production effects. We have developed a theoretical foundation
of our method and analyzed its sensitivity to a realistic 1%—2%
velocity deformation. The method was applied in a study of over-
burden dilation above the Gulf of Mexico Genesis field and
recovered blocky negative-velocity anomalies above compacting
IEServoirs.

INTRODUCTION

Changes in reservoir rock properties as a result of stress changes
induced by production are an important mechanism producing time-
lapse effects (Holt et al., 2005). Velocity dependence on the con-
fining stress and pore (fluid) pressure does not lend itself to easy
analytical treatment and often exhibits hysteresis (i.e., dependence
on the stress path). For compacting reservoirs and overburdens
undergoing dilation above compacting reservoirs, it is more conven-
ient to relate velocity and traveltime changes to strain, i.e., defor-
mation. Unlike the effects of fluid substitution that are accurately
quantifiable using Gassmann’s equation, the existing velocity-strain
relations are empirical, such as the R-factor method (Hatchell and
Bourne, 2005; Herwanger, 2008). In the absence of counteracting
effects (such as gas coming out of the solution), acoustic and shear
velocities, as well as rock density increase within a compacting res-
ervoir, with an increasing effective stress and dropping pore pressure.
The acoustic and S-wave velocities typically decrease in a reservoir
under water injection, with a decreasing effective stress and increas-

ing pore pressure (Zoback, 2010). In a dilating, or stretching, over-
burden, rock density, acoustic and shear velocities decrease. Changes
in acoustic velocity due to compaction or dilation are assumed pro-
portional to strain and typically peak at 1%—3% of the unperturbed
velocity magnitude, reaching tens of meters per second.
Detectability of changes in the subsurface properties induced by
production was predicted in the rock-physics literature, and a time-
lapse seismic method for the detection of fluid-substitution effects
in reservoir rocks was proposed by Nur (1982), leading to a sys-
tematic use of imaging attributes for predicting changes in the sub-
surface-fluid parameters (Lumley et al., 1994; Lumley, 1995;
Gawith and Gutteridge, 1996; Watts et al., 1996). Integration with
static and dynamic rock-physics models, fluid simulation (Al-Najjar
et al., 1999; Yuh et al., 2000; Landrg, 2001; Trani et al., 2011), and
well logs (Gouveia et al., 2004) was the next logical step in the
evolution of time-lapse seismic inversion, helping to separate time-
lapse effects of fluid substitution from changes in other reservoir
properties such as temperature and pressure. Bayesian time-lapse
inversion (Buland and Ouair, 2006) emerged as a viable alternative
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to deterministic methods, providing an estimate of the changes in
the elastic material properties along with uncertainty bounds. Inte-
gration with dynamic reservoir models allows extending the uncer-
tainty analysis to estimates of dynamic reservoir property changes
(Grana and Mukerji, 2014).

All these time-lapse seismic inversion techniques share one
common feature of relying on time shifts and amplitude differences
extracted directly from baseline and monitor surveys. Indeed, preva-
lent practices of time-lapse seismic processing rely on picking time
displacements and changes in amplitudes between pre- or poststack
gathers, migrated baseline and monitor images or image gathers, and
converting them into impedance changes and subsurface deformation
(Johnston, 2013). This approach requires a significant amount of sur-
vey crossequalization, manual interpretation, and quality control.

At seismic resolution, subsurface-velocity changes can be clas-
sified as either short-wavelength “spiky,” mostly occurring on a
reservoir level, or long-wavelength blocky that may occur in the
reservoir and overburden. Difference of the migrated baseline and
monitor images can, in principle, provide sufficient information to
quantitatively resolve the effect of blocky velocity changes from
apparent (nonphysical) reflector shifts, and at least qualitatively es-
timate spiky changes from a combination of shifts and reflectivity
changes. This approach can be automated using, e.g., image-differ-
ence tomography (Maharramov and Albertin, 2007). However, suc-
cessful application of image-difference techniques still requires a
significant prior data equalization effort to prevent contamination
of the image difference with the effects of survey nonrepeatability.
The main objective of this work is to develop an automated meth-
od for recovering production-induced subsurface changes that can
significantly reduce or in some cases even eliminate data crossequ-
alization requirements. This work largely focuses on recovering
long-wavelength, small-magnitude velocity changes that manifest
themselves in small time shifts detectable in prestack gathers after
survey crossequalization. In particular, our field-data application fo-
cuses on recovering long-wavelength effects of overburden dilation.
However, we demonstrate a multiscale extension of the method for
recovering blocky and spiky velocity changes.

A recently proposed approach that avoids extraction of time-
lapse information directly from data or image difference is based on
using the high-resolution power of full-waveform inversion (FWI)
(Sirgue et al., 2010a) to reconstruct production-induced changes
from wide-offset seismic acquisitions (Zheng et al., 2011; Asnaa-
shari et al., 2012; Routh et al., 2012; Raknes et al., 2013; Mahar-
ramov and Biondi, 2014a; Yang et al., 2014). However, while
potentially reducing the amount of manual interpretation, time-lapse
FWI is still sensitive to repeatability issues (Asnaashari et al., 2012),
with coherent and incoherent noise (different survey geometries,
source parameters, and environmental factors) potentially masking
important production-induced changes. A linearized joint-inversion
technique for time-lapse imaging that is more robust to repeatability
issues was previously proposed by Ayeni (2011). In this paper, we
describe a joint time-lapse FWI (Maharramov and Biondi, 2014a)
that addresses repeatability issues by jointly inverting multiple survey
vintages with a model-difference regularization. This joint-inversion
approach is extended to include edge-preserving total-variation (T'V)
model-difference regularization (Maharramov et al., 2015b). We
demonstrate the new method on synthetic and field-data examples
of reflection seismic data by recovering small-magnitude, long-wave-
length, blocky velocity changes that are due to overburden dilation.

THEORY

We present a time-lapse inverse-scattering theory as a study of the
effects that slowness perturbations have on acoustic-wave propaga-
tion, and the inversion of a slowness perturbation from scattered
wavefields without accurate knowledge of the background (unper-
turbed) slowness. We discuss different asymptotic representations
of wavefields scattered by short- and long-wavelength perturbations
and describe implications for the choice of a numerical method for
inverting the perturbations. A theoretical sensitivity analysis of in-
version accuracy to errors in the background model is followed by
the description of a solution algorithm. This algorithm forms a basis
for the numerical methods described and used in this paper.

Our goal is to adapt FWI to inverting time-lapse model changes.
How does our choice of the FWI objective function affect sensitivity
of the inversion to production-induced velocity changes? To answer
this question, let us first analyze the sensitivity of the forward scat-
tering to slowness perturbations at various perturbation scales. If a
production-induced slowness perturbation s of the baseline slow-
ness model s, is oscillatory and has a zero mean, then the amplitude
change of the scattered wavefield to a first order depends on the
magnitude of the perturbation. However, the phase change of the
scattered wavefield to a first order is insensitive to such zero-mean
perturbations. On the other hand, the phase change of the scattered
wavefield to a first order depends on the integral of slowness per-
turbation; i.e., the phase change is a proxy for the traveltime change
(Slaney et al., 1984). Appendix A provides an independent sensi-
tivity analysis of the forward-scattered wavefield to slowness
changes based on the Born (equation A-7) and the Rytov (equa-
tion A-16) series. The phase-only Rytov approximation is appli-
cable when the slowness perturbations are sufficiently small, as
in equation A-23, and slowly varying in space, but possibly spread
over a finite domain. The Born approximation, on the other hand,
works best for perturbations within small domains or scattered dif-
fractors (compare with Slaney et al., 1984). Indeed, the Rytov
approximation with a strictly imaginary phase is equivalent to trans-
mission traveltime analysis: The phase change of the scattered
wavefield in equation A-25 is proportional to the traveltime delay
due to a slowness perturbation Js.

For blocky model changes affecting primarily traveltimes, such as
those due to the effects of overburden dilation, a method that inverts a
slowness perturbation from the observed phase change (time shift)
may adequately resolve the perturbation without using amplitude in-
formation. For inverting such blocky model changes, especially in the
absence of reliable amplitude information in the observed data, we
propose to use a phase-only FWI:

| exp i arg d,, — exp i arg u(m,,)||3 = min, (D)

where arg stands for the complex argument, d,, and u are the single-
frequency components of the observed and predicted data sets, and
m,, is the “monitor” (postproduction or after subsurface changes oc-
curred) slowness model. We seek a slowness perturbation

6s =m,, —m, 2)

that minimizes the quadratic misfit of the observed and predicted nor-
malized wavefields in expression 1. In equation 2, m;, is a known
“baseline” (preproduction or before subsurface changes occurred)
model.
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The first iteration of the frequency-domain FWI with a phase-only
misfit function is equivalent to the linear phase-only Rytov inverse-
scattering approximation of model updates. Subsequent iterations
take into account the nonlinearity of the phase as a function of slow-
ness. The optimization problem 1 is solved in the frequency domain.

If the amplitude information in the observed wavefield measure-
ments is accurate, and if our wave propagation is dynamically
accurate (i.e., produces accurate amplitudes), then we can use
“phase-and-amplitude” frequency-domain FWI

Hdm - u(mm>||% — min, (3)

where minimization is with respect to the monitor model m,,. A
slowness perturbation in equation 2 is nonzero only in the areas
affected by production. Other a priori information may be available
about s, such as its “spikiness” (e.g., changes within fine layers)
and “blockiness” (e.g., changes in “thick” layers, or stretching of
the overburden). We can combine the objective functions 1 and 3
with a regularization or penalty term that promotes desirable fea-
tures and penalizes undesirable ones:

||exp i arg d,, —exp i arg u(m,, ) 5 + p(m,, —m,) — min,

4)
and
||dm - u(mm)H% =+ p(mm - mb) - minv (5)

where p is some penalty function of Js.

The phase-only inversion problems 1 and 4 have the advantage of
not using the potentially unreliable dynamic wavefield information.
Another significant advantage of the phase-only inversion is that in
time-lapse problems of inverting long-wavelength small-magnitude
model perturbations, Rytov inverse scattering and phase-only FWI
are less sensitive to errors in the background model. For significant
phase changes, phase wraps around the wavelength when exceeding
it. Fitting peaks and troughs of the modeled and observed scattered
wavefields (ignoring the amplitude information) then results in an
ambiguity of the total phase change: The phase change can be re-
solved only within an integer multiple of the incident wavelength.
This results in the well-known phenomenon of cycle skipping in
FWI: Unless the FWI starting slowness model is accurate within
the wavelength of the incident wave, the model cannot be resolved
from signal phase information alone.

However, for time-lapse problems, the phase change due to a
compact velocity anomaly of a sufficiently small magnitude is only
a fraction of the wavelength. Indeed, after translating to the time
domain, time shifts due to dilation in overburden peak at approx-
imately 10 ms (Rickett et al., 2006; Maharramov et al., 2015a), i.e.,
about a third of the period for a 30 Hz signal. Therefore, phase
changes (equivalently, time delays) of the scattered wavefields for
small-magnitude long-wavelength perturbations that are of interest
for us can still be translated into slowness changes using phase-
change to traveltime conversion in expression A-25, if there is
sufficient illumination of the anomaly. Moreover, those slowness
changes are accurate to a first order regardless of errors in the back-
ground slowness. However, errors in the background velocity model
will result in errors in the estimated velocity perturbation. For a
slowness s and the corresponding velocity model v, we have

5s—5<1>%—&2}. (©)

v v

If v and vy are the right and wrong velocity models and és is a
slowness perturbation estimated using phase fitting, then

2 2
Svy = —5s1j%v = —581}% (U_W> = g (U—W> ., (N

UR UR

where dvp and dvy, are the velocity perturbations estimated for the
correct and wrong background velocity models, respectively. Equa-
tion 7 means that even with a wrong background velocity, qualita-
tive information on the magnitude of velocity perturbation can still
be extracted from the scattered wavefield. Note that location of the
perturbation is determined by the illumination pattern of incident
wavefields. Poor target illumination results in the ambiguity of the
characteristic dimension L of the anomaly versus the perturbation
magnitude Js as the two enter into expression A-25 for the phase
change as a product. For example, lack of reflectors above the veloc-
ity anomaly results in an ambiguous vertical extent of the anomaly.

Note that our reliance on expression A-25 for the phase change
requires transmission of the incident wave through the anomaly. For
reflection seismic data, this implies that the baseline model in ob-
jective function 1 contains a model contrast at an approximately
correct position of actual reflectors below and above the perturba-
tion zone. In the presence of a diving-wave (refracted) signal, this
requirement is not necessary.

Phase-only FWI problem 1 may produce a qualitatively accurate
estimate of blocky, nonoscillatory production-induced model
changes even when starting from a wrong baseline model. However,
if using reflection seismic data, the baseline model should have
model contrasts to generate synthetic reflections around the anomaly.

JOINT TIME-LAPSE FWI

To enhance the robustness of model-difference inversion and re-
duce nonrepeatability artifacts, we propose to invert for the baseline
and monitor models simultaneously by solving either one of the
following two optimization problems:

al|@u, — @d, |3 + B[ Pu, — @d,, |3+ ®)

5|WR(m,, — m, — AmPRIOR) |12 _, min, ©9)
or

al|®u;, — ®d, |5 + p||Pu, — @d,, |3+ (10)

5||WR(m,, — m, — AmRIOR)||| - min, (11)

with respect to the baseline and monitor models m,, and m,,. Prob-
lem 8,9 describes a time-lapse FWI with an L,-regularization of the
model difference in expression 9 (Maharramov and Biondi, 2014a).
The second formulation 10,11 involves an L;-regularization of the
model difference (Maharramov et al., 2015b). Expression 10 cor-
responds to separate baseline and monitor misfits, and the term
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11 represents regularization of the model difference. For a phase-
only inversion, operator @ in the misfit terms 8 and 10 extracts am-
plitude-normalized wavefields from the observed and predicted data
in the frequency domain, @ = exp i arg, and it is equal to the iden-
tity map for a phase-and-amplitude inversion. In expressions 9 and
11, R and W denote the regularization and weighting operators,
respectively. If R is the gradient magnitude operator

Rf(x19x27x3): \/ ,%1+f,%2 +f,%3v (12)

then expression 11 becomes the TV seminorm. The latter case is of
particular interest in this work as the minimization of the L;-norm
of gradient may promote blockiness of the model difference,
potentially reducing oscillatory artifacts (Rudin et al., 1992; Aster
et al., 2011).

A joint-inversion approach has been applied eatlier to the linear-
ized-waveform inversion (Ayeni and Biondi, 2012). In Maharramov
and Biondi (2014a), simultaneous FWI problem 8,9 was studied
with an L, model-difference regularization term 9. In Maharramov
etal. (2015a, 2015b), simultaneous FWI problem 10,11 was studied
with a model-difference TV-regularization term 11.

The model-difference regularization weights W and, optionally,
the prior AmPRIOR may be obtained from prior geomechanical in-
formation. For example, a rough estimate of production-induced
velocity changes can be obtained from time shifts (Barkved and
Kristiansen, 2005; Hatchell and Bourne, 2005) and used to map
subsurface regions of expected production-induced perturbation
and optionally provide a difference prior. However, successfully
solving the L;-regularized problem 10,11 is less sensitive to
the choice of a weighting operator W. For example, we show below
that the TV regularization using operator 12 with W = 1 recovers
nonoscillatory components of the model difference, whereas the L,
approach would result in either smoothing or uniform reduction of
the model difference. Optimization problem 8,9 is a large-scale non-
linear least-squares minimization problem with Tikhonov regulari-
zation (Tikhonov and Arsenin, 1977; Aster et al., 2011) that can be
solved using, for example, nonlinear conjugate gradients (Nocedal
and Wright, 2006). However, problem 10,11 has a nondifferentiable
objective function and can be computationally challenging. We get
around the nondifferentiability by smoothing the regularization op-
erator 12 near the zero gradient

Rf(r.x0.20) =/ f + /L + A+ (13)

where € = 10~ was experimentally found to produce the best re-
sults in our experiments, with operator 13 applied to the slowness
difference. Optimization solver is implemented in double precision
to handle potentially large gradient oscillations of the resulting ob-
jective function. However, single-precision arithmetic is adequate
for gradient computation of the data-misfit terms in equation 10.
The localized nature of time-lapse changes and good estimates
of lower bounds for slowness differences allow the relatively simple
smoothing approach of equation 13 to be quite successful in prac-
tice. However, application of TV-regularized inversion to non-4D
problems, where the inverted model is not localized and model con-
trasts may widely range in amplitude, may require a more sophis-
ticated solution approach for minimizing the nonsmooth objective
function 10,11 directly, such as, for example, the alternating direc-

tion method of multipliers (Goldstein and Osher, 2009; Boyd et al.,
2011). Another important aspect of solving the regularized optimi-
zation problem 10,11 is the selection of a regularization parameter 6.
In our tests, we start from an initial value of 6 used in earlier similar
inversion experiments. As we progress through the iterations of
conjugate gradients, we inspect the updates to the objective function
and objective-function gradient from the data-misfit terms in equa-
tion 10 and the corresponding model-difference regularization term
in equation 11. If contributions from the misfit terms dominate the
update while the model difference is still contaminated with oscil-
latory artifacts, we increase the value of 6. On the other hand, if the
algorithm stops fitting the data at very early iterations, we reduce J.
In our experiments, this procedure produces a suitable value for &
within a few initial iterations of conjugate gradients. This regulari-
zation parameter is then reused for the remainder of iterations. In-
terestingly, in our frequency-domain inversion experiments for
synthetic and field data, a single value of § can be reused for fre-
quency ranges of up to 10 Hz, significantly reducing parameter fine-
tuning overhead. However, this obviously depends on the frequency
content of the data.

APPLICATION TO REFLECTION DATA

In our earlier work (Maharramov et al., 2015b), we successfully
applied the simultaneous time-lapse FWI method 10,11 to noisy
synthetic data and demonstrated a stable recovery of a blocky model
difference in the presence of variable repeatability issues. The re-
peatability issues simulated in that work included different source
and receiver numbers, locations and depths, different source signa-
tures, and very noisy 7 dB signal-to-noise ratio acquisitions. Inclu-
sion of the TV regularization term 11 successfully reduced
oscillatory artifacts and preserved the blocky nature of the true
model difference. However, that experiment involved phase-and-
amplitude FWI using reflection and refraction data, making the in-
version very well-constrained and using the full high-resolution
power of FWI. Many important examples of time-lapse applications
indeed involve similar inversion targets, and it was originally ex-
pected that applications like that would be the primary target of
the developed joint time-lapse FWI technique.

However, the field time-lapse data obtained by Stanford Explora-
tion Project for applying and testing our method forced us to change
the original plan. Survey and target parameters of the field data pre-
cluded use of diving waves. Uncertainty in the starting model meant
that sensitivity to inaccurate starting models and cycle skipping could
be an issue. It was at this time that we developed the time-lapse
inverse theory, aiming to adapt our inversion technique to the chal-
lenging data set in hand. The theory demonstrated a sensitivity of
phase-only inversion to small-magnitude blocky velocity changes in
the overburden that were of particular interest for the field data in
question (see expression A-25). Qualitative accuracy of the inversion
for wrong FWI starting models was established as well (see equa-
tion 7). The purpose of the following three sections is to provide
numerical corroboration of the theoretical analysis of the prior sec-
tions, and lay the groundwork for an application to field data.

SYNTHETIC MODEL

In our earlier work (Maharramov et al., 2015b), we demonstrate
the effective recovery of blocky velocity anomalies from long-offset
acquisitions in the presence of noise and repeatability issues. Here,
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we demonstrate the recovery of blocky anomalies in the more chal-
lenging case of phase-only inversion of reflection-only synthetic
data. Conceptually, our synthetic example is similar to the field data
studied by Maharramov et al. (2015a).

As a baseline model, we use the flat reflector model of Figure 1.
The target reflector (reservoir) is located at a depth of 3900 m, and
the monitor (perturbed) model has two velocity anomalies — a
positive 4300 m/s change due to compaction and fluid substitution
within the reservoir and a blocky negative velocity change in the
overburden above the reservoir, peaking at —50 m/s (see Figure 2).
No physical reflector movement is prescribed.

For generating synthetic data, we used towed-streamer acquisi-
tion geometry with a maximum offset of 5 km common to the base-
line and monitor because this experiment focused on demonstrating
the sensitivity of our method to subsurface changes when the phase-
only FWI objective function and reflection-only data are used. Note
that the relatively small maximum offset to target depth ratio for the
model of Figure 1 means the target is illuminated only by reflected
energy. Figure 3 shows common-midpoint gathers above the center
of the target reservoir for the baseline (blue) and monitor (red) sur-
veys. Signals that travel vertically through the

To recover the short-wavelength changes within the reservoir, we
used a cascaded or “hierarchical” inversion approach (Tadmor et al.,
2004; Maharramov and Biondi, 2014b) and supplied the result of
Figure 6 as a model difference prior to inversion problem 8,9,
with Tikhonov regularization of the model difference. Note that
the resulting model shown in Figure 7 features long- and short-
wavelength velocity perturbations. And again, the reservoir pertur-
bation is underestimated due to the strong regularization. Note the
leakage of a small-amplitude velocity anomaly below the reservoir.
This is the result of a lack of strong reflectors below the reservoir
(see Figure 3).

To assess effectiveness of the inversion, in Figure 8a and 8b, we
show monitor images migrated using the true monitor and true base-
line models, respectively. Note that the overestimated velocities in
the overburden result in a downward reflector shift in Figure 8b.
However, migrating the monitor data using the sum of the baseline
model and the inverted blocky anomaly of Figure 6 results in the
image of Figure 9a: The downward shift of reflectors in the over-
burden is now significantly reduced.

anomaly are delayed the most, whereas longer
offset reflections are delayed less because they
largely bypass the anomaly. Reflections above
the anomaly show no time shift.

Figure 3 represents a typical overburden dila-
tion effect on arrival times: Timeshifts accumulate g
with distance traveled through the low-velocity E‘l
anomaly, peaking at small but tangible delays to &
the order approximately 10 ms near the reservoir
top (Hatchell and Bourne, 2005; Johnston, 2013).
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The results of parallel difference and crossup-
dating (Maharramov and Biondi, 2014a) are
shown in Figures 4 and 5. Note that neither
method succeeds in recovering the blocky

Figure 1. The true baseline model. A flat reflector model to study the sensitivity of FWI
of short-offset reflection data to small velocity perturbation in the overburden.
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sion with a TV model-difference regularization

(equations 10,11) is shown in Figure 6. The
result is qualitatively accurate although peak
magnitudes are underestimated due to TV regu-
larization, as discussed by Meyer (2001).

Figure 2. The true model difference is a combination of a positive +300 m/s velocity
change in a target reflector at a depth of 3900 m, and a negative velocity change in the
overburden above the reflector, peaking at —50 m/s. We investigate the sensitivity of
simultaneous time-lapse FWI to small-magnitude blocky velocity changes in the over-
burden.
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SENSITIVITY TO CYCLE SKIPPING

Time-lapse scattering theory predicts that a qualitatively accurate
inversion of blocky anomalies from phase information can be
achieved despite inaccurate FWI starting models (see equation 7).
Here, we study the method’s sensitivity to starting models and cycle
skipping by inverting two isolated anomalies shown in Figure 10.
We chose a more challenging test than the previous model of Fig-
ure 2 to make it more sensitive to the accuracy of our inversion:
Inversion artifacts may not only distort each anomaly but also vio-
late their separation.
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Figure 3. Time shifts observed in common-midpoint gathers cen-
tered above the target reservoir (blue is baseline and red is monitor).
Traveltimes of the monitor near-offset reflections traveling through
the negative velocity anomaly of Figure 2 are slightly delayed.

Figure 11 demonstrates the recovery of two separate overburden
anomalies when the FWI starting velocity is a smoothed true base-
line velocity produced using a 1920 m smoothing window. As be-
fore, the inversion is in good agreement with the true difference.
Here, we invert only for the blocky component, ignoring the spiky
component within the reservoir that is caused by fluid substitution
and reservoir compaction.

The result of starting FWI from a wrong velocity (that contains a
wrong high-wavenumber component) is shown in Figure 12. We
deliberately used a weak regularization parameter for model-differ-
ence regularization to demonstrate the effect of diverging baseline
and monitor models on the inverted model difference. Either one or
both of the baseline and monitor inversions cycle skipped, and the
models diverged from each other sufficiently far to contaminate
the model difference with strong artifacts. The artifacts almost com-
pletely masked one of the anomalies and contaminated areas not
affected by production with false positives.

Figure 13 shows the result of using a stronger TV regularization,
as prescribed by our time-lapse inverse theory. By choosing a
stronger model-difference regularization, we ensure a greater con-
formity between the two models, that the two models cycle skip “in
synchrony.” As a result, we are still able to qualitatively recover the
anomalies, although with strongly underestimated velocities (com-
pare with equation 7).

Note that the magnitude of the slowness change is underesti-
mated as a result of the stronger model-difference regularization in
expression 11. Adopting the recommendations of Meyer (2001) can
alleviate this problem, so that slowness magnitudes can be inverted
more accurately. However because of equation 7, the wrong veloc-
ity background would still result in a quantitatively wrong velocity
perturbation. Traveltime delays can be translated into accurate
slowness changes even for wrong backgrounds as shown in expres-
sion A-25 (so long as the reflected signal is present in predicted
baseline and monitor data and traveltimes differ by less than 2z /),
but a quantitatively accurate estimate of the velocity difference still
requires knowledge of accurate background velocity.

Numerical experiments have borne out our theoretical predictions
with regard to the sensitivity of phase-only time-lapse FWI of re-
flection data to realistic production-induced time shifts, and the
method’s stability with regard to inaccurate FWI starting models.

In the following sections, we apply the method
to field data for a reservoir in which production

Inline (m)

was associated with a significant overburden di-

feaiwenini lation and reflection traveltime changes.

6. 79e+01

=2, 20a+0l

£:508901 GENESIS FIELD

6,9Ta+01

"“'*”I The Genesis field, operated by Chevron, is lo-
;z_::z cated 241 km (150 mi) southwest of New Or-

2.836302 leans in the Green Canyon area of the central
Gulf of Mexico, in approximately 770-830 m
of water (Magesan et al., 2005). Oil was found
in several late Pliocene through early Pleistocene
deepwater reservoirs. Most of the field’s oil and
gas reserves are in the early Pleistocene Neb 1,
Neb 2, and Neb 3 reservoirs that are the primary

Figure 4. The parallel-difference method fails to resolve the long-wavelength velocity
changes of Figure 2 and produces negative short-wavelength artifacts around the target

reflector.

subject of this study (see Figure 14).

First oil production began in January 1999. A
3D seismic survey was shot in 1990, and a time-
lapse 3D survey was shot in October 2002 with
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the aim of improving field management (Hudson
et al., 2005; Magesan et al., 2005). Cumulative
production from the field at the time of the mon-
itor survey was more than 57 million barrels of oil
(MMBO), 89 million cubic feet of gas (MMCFG),
and 19 million barrels of water (MMBW) (Hud-
son et al., 2005).

In addition to fluid-substitution effects, pro-
ducing reservoirs compact, thereby increasing
the depth to the top of the reservoirs and causing
overburden dilation (Johnston, 2013). A time-
lapse study performed by Chevron (Hudson et al.,
2005) indicated significant apparent kinematic
differences in the Pleistocene reservoir interval.
Time shifts were observed for the producing
reservoirs and Illinoisan wet sands above Neb
1. Kinematic differences were attributed to a time
shift caused by subsidence at the top of the
uppermost reservoir, subsidence of the overbur-
den, and overburden dilation (Hudson et al.,
2005).

Processing parameters for the baseline and
monitor surveys and the subsequent time-lapse
processing by Chevron are described by Magesan
et al. (2005). The baseline survey had a maximum
offset of 5 km, and the monitor survey had a maxi-
mum offset of 7.3 km. Both surveys used a bin
size of 12.5 X 37 m. For the purpose of time-lapse
analysis, the acquired data had been subjected to
preprocessing and imaging steps that included
data equalization, spherical divergence correction,
source and receiver statics, global phase rotation,
time shift, amplitude scaling, global spectral
matching, and crossequalization (Magesan et al.,
2005).

These preprocessed data were used by Chev-
ron in Kirchhoff time migration of the baseline
and monitor surveys to produce 3D images. A
single inline section of the baseline image is
shown in Figure 15. The corresponding monitor
and baseline image difference is shown in Fig-
ure 16. As noted by Hudson et al. (2005), the
image difference is contributed to by time shifts
at the Illinoisan sands (upper event) and Neb 1
(lower event) in Figure 16 (compare with Figure 1
of Hudson et al., 2005).

2D INVERSION

The purpose of this experiment was to see
whether joint regularized time-lapse FWI could
resolve some of the production-induced model
differences, thus providing additional insight into
reservoir depletion patterns and optimal infill
drilling strategies. As our first processing step,
we performed separate baseline and monitor 2D
FWI of a single inline section. We extracted a
single north—south inline section corresponding
to the image in Figure 15 from both surveys
and sorted them into shot gathers with a mini-
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Figure 5. The crossupdated FWI method crossequalizes the baseline and monitor mod-
els but still fails to resolve the long-wavelength overburden changes of Figure 2.
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Figure 6. Simultaneous FWI with a TV model-difference regularization resolves the
long-wavelength overburden changes of Figure 2, but underestimates the maximum
change, depending on the regularization strength.
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Figure 7. Simultaneous FWI using Tikhonov model-difference regularization with the
long-wavelength inversion of Figure 6 supplied as a prior. Note that such a multiscale
approach can now resolve the short-wavelength positive-velocity changes of Figure 2.
Strong Tikhonov regularization results in underestimated velocity changes within the
reservoir, but correctly locates the anomalies.
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mum offset of 350 m and a maximum offset of 4700 m. This pro-
vided 1264 shots per survey with up to 175 receivers per shot. A
frequency-domain 2D FWI (Sirgue et al., 2008, 2010b) was con-
ducted over the frequency range of 3-30.7 Hz. Frequency spacings
were selected using the technique of Sirgue and Pratt (2004). As
noted above, the data provided to Stanford Exploration Project
had undergone amplitude preprocessing that included a spherical di-

vergence correction. Furthermore, accurate handling of the ampli-
tudes in 2D FWI of 3D field data requires a 3D-to-2D data
transformation (Auer et al., 2013). Because the data exhibited signifi-
cant time shifts at the reservoir level (Hudson et al., 2005) that can be
readily observed even at large offsets (see Figure 17), we decided to
use a “phase-only” inversion and ignored amplitude information in
the data (Fichtner, 2011).
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Figure 8. (a) True monitor image. (b) Monitor migrated using the baseline velocity model. Note that overestimated velocity in the overburden

results in a downward reflector shift in the right image.
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The result of baseline inversion is shown in Figure 18. To build
a starting model for the FWI, we converted Chevron’s rms time-
migration velocity model to an interval velocity using the Dix
equation, and smoothed the result using a triangular filter with a 41-
sample window. Observe that FWI succeeded in resolving fine fea-
tures, and oriented them consistently along the dip structure of the
time-migrated image in Figure 15. Close-up views of the model area

R493

covering the Illinoisan sands and the reservoirs are shown in Fig-
ure 19a and 19c.

The result of parallel differencing is shown in Figure 20a. Al-
though significant model changes appear to be concentrated
around the target area, this result is not interpretable, either quali-
tatively or quantitatively because it is contaminated with oscilla-
tory artifacts and it overestimates the magnitudes of velocity
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Figure 9. (a) Monitor image migrated using the sum of the baseline model and inverted model difference of Figure 6. (b) Monitor migrated
using the baseline velocity model. Note that reflector shift in the overburden has been significantly reduced in the left image.
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Figure 10. True model difference for demonstrating the inversion of multiple overburden anomalies.
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Figure 11. Inversion of the two long-wavelength overburden anomalies of Figure 10 using simultaneous time-lapse FWI with a TV model-
difference regularization.
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Figure 12. Inversion of the two long-wavelength overburden anomalies of Figure 10 starting from a wrong initial model and using weak
regularization (a small regularization parameter). FWI cycle skipped, and the baseline and monitor inversions diverged, contaminating the
difference with cycle-skipping artifacts.
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perturbations. This result is consistent with our earlier assessment
of conventional time-lapse FWI techniques tested on synthetic
data (see Maharramov and Biondi, 2014a; Maharramov et al.,
2015b).

Then, we conducted the simultaneous, TV-regularized time-lapse
FWI formulation 10,11. We set @ = f = 1 and carried out multiple
experiments with the value of the regularization parameter § ranging
from 6 = 100 to 1000. The weighting operator W was set to one
inside the larger target area shown in Figure 19a and tapered off to
zero outside.

The results of inverting the model difference for § = 100, 500,
and 1000 are shown in Figure 20b, 20c, and 20d, respectively.
Gradual increase of the regularization parameter

depth, corresponding to the Illinoisan sands, and approximately
3.9 km — the overburden above Neb 1.

The estimated maximum negative velocity change of —45 m/s
above the stacked reservoirs is consistent with the earlier estimates
of time strain in the overburden (Rickett et al., 2007). Indeed, local
time strain, physical strain, and partial velocity change are related
by the equation (Hatchell and Bourne, 2005)

dr At Az Av
Tas =S (14)
dt ¢t z v
where 7, t, z, and v denote the observed time shift, vertical travel-
time, depth, and velocity, respectively.

results in the removal of most model differences

with the exception of a negative velocity pertur- a).

bation in the overburden, peaking at approxi-
mately 3.6 and 3.9 km depth (see Figure 19b
and 19d). Such perturbations are consistent with
overburden dilation due to the compaction of
stacked reservoirs, with more significant dilation 160
in the wet Illinoisan sands than the surrounding
shales (Rickett et al., 2007). The zone of negative
velocity change appears to extend upward into
the overburden in a direction roughly orthogonal

w

N1 sand

T

_ Pleistocene and \
* Pliocene reservoirs

to the reservoir dip (see Figure 20d). Two neg-
ative velocity changes at approximately 10 and
11.5 km inline persist with increasing regulariza-
tion, and may represent dilation effects associ-
ated with the production from deeper reservoir
(compare with Figure 3 of Rickett et al., 204
2007).

Figure 21 plots the inverted velocity change
against difference of the migrated monitor and
baseline images produced using reverse time mi-
gration. Migration was conducted using the same

(starting FWI) velocity for baseline and monitor.
The image difference is strongest at a 3.6 km

Figure 14. The Genesis field (from Magesan et al., 2005).
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Figure 13. Inversion of the two long-wavelength overburden anomalies of Figure 10 starting from the same bad initial model, but using a
stronger regularization (a larger regularization parameter). FWI still cycle skipped; however, the strong model-difference regularization kept
the baseline and monitor within the characteristic wavelength of the overburden anomalies. The resulting model-difference inversion is quali-
tatively accurate (compare with Figure 11), albeit the stronger regularization has resulted in underestimated velocity magnitudes.
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Figure 15. A north—south inline section of the baseline Genesis
image produced by Chevron (vertical axis two-way traveltime in
seconds and horizontal axis inline in meters).
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Figure 16. Monitor and baseline image difference obtained from the
3D time-migration images provided by Chevron, which corresponds
to the inline section of Figure 15. Production-induced changes stand
out at approximately 3.5 s (wet Illinoisan sands) and 4 s two-way
traveltimes — stacked Neb 1, 2, and 3 reservoirs.
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midpoint 8110.42 9360.1

Figure 17. Production-induced changes resulted in measurable
time shifts between the surveys. Shown here are the time shifts be-
tween the baseline (blue) and monitor (red) common-offset gathers,
1074 m offset.

Assuming, following Hatchell and Bourne (2005), that

A A
_v:_R_Z’ (15)
v Z

where the factor R is estimated to be 6 + 2 for the Genesis over-
burden (Hodgson et al., 2007), we obtain

Av R At At dr
—_———— X —— & ——. (16)
v R+11t t dt
Maximum time strains in the Genesis overburden are estimated to
be approximately +2% (Rickett et al., 2007), yielding the maxi-
mum negative velocity change of

Av =~ —0.02 X 2800 m/s = —56 m/s, a7

where the estimated P-wave velocity of 2800 m/s at a 3.6 km depth
was taken from the output of FWL

DISCUSSION AND PERSPECTIVES

In this work, we provided a theoretical justification for the
time-lapse inversion methods of Maharramov et al. (2015a, 2015b)
and demonstrated recovery of short- and long-wavelength velocity
anomalies from narrow-offset reflection seismic data. We envisage
widespread application of the simultaneous FWI with model-differ-
ence regularization and hierarchical multiscale inversion in applica-
tions ranging from applied geophysics to electromagnetic and
optical scattering.

Simultaneous time-lapse FWI with a TV difference regulariza-
tion can achieve a robust estimation of velocity changes in the over-
burden that are induced by reservoir compaction and overburden
dilation. The method preserves the blocky nature of model differ-
ence while penalizing unwanted oscillations. As a model-space
technique, the simultaneous 4D FWI does not require prior cross-
equalization between baseline and monitor data sets. The model-
difference regularization penalizes differences in the inverted mod-
els that are due to nonrepeatable acquisition or numerical inversion
errors. For example, where the monitor model is poorly constrained
due to a facility gap in the monitor survey, the model-difference
regularization causes the models to more closely match, implicitly
using information in the baseline survey to invert the monitor
model. Spurious oscillatory model-difference artifacts resulting
from a slight misalignment of velocity contrasts between the in-
verted models (see Figures 5 and 20a) can be easily removed using
a TV-based regularization, whereas nonoscillatory long-wavelength
changes are retained. In the context of a cascaded or hierarchical
inversion, once long-wavelength model changes have been ex-
tracted, alternative L,-based regularization techniques (see, e.g.,
Ma et al., 2015) can be subsequently applied in the inversion of
short-wavelength model changes. Obviating explicit requirements
for survey crossequalization may lead to a less labor-intensive
and more automated 4D analysis, as survey data can be supplied
to the simultaneous FWTI algorithm following surface-related multi-
ple suppression, bypassing conventional 4D processing. However,
4D FWI may be applied to crossequalized surveys as well, and used
after, or in parallel with, the conventional 4D processing for pur-
poses of validation or accuracy improvement.
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Application of the method to large-scale 3D ° 1430190
time-lapse problems generally requires major 1040 1.tared
computational resources. Indeed, in our experi- LA
ments, separate monitor and baseline FWIs were 2050 2000
followed by two more crossupdating inversions, 3120 2.28e+03
and solution of the simultaneous FWI prob- 2,49a+03
lem 8,9 or 10,11. The latter is roughly equivalent | 2.70e+03
to the cost of two FWIs; hence, the total cost may ﬂ . 2.91e+03
reach six times the computational cost of a sin- o 7280 % 3.12e+03

gle FWL
Figure 18. Inverted baseline velocity model (m/s). FWI resolved fine model features
and oriented them along the dip structure of the image in Figure 15 (the vertical axis
depth is in meters and the horizontal axis inline is in meters).
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Figure 19. (a) Baseline target area and (b) estimated model difference for § = 1000. Close-up of (c) baseline target area and (d) estimated
model difference for 6 = 1000.
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Figure 20. (a) Parallel-difference and joint-inversion results for (b) § = 100, (c) 500, and (d) 1000 in the target area. The parallel-difference
result is not interpretable because of the presence of artifacts. Increasing the regularization parameter ¢ results in gradual removal of most
model differences except the negative velocity change in the overburden, peaking around the Illinoisan sands and near the top of the stacked
reservoirs (see Figure 19a—19d).
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Figure 21. Inverted velocity difference interleaved with migrated image difference for
baseline and monitor. The strongest image differences correspond to the top of Neb 1
reservoir and the [llinoisan sands above. Peaks of negative velocity change correlate with
the overburden above the reservoir and the sands. The vertical axis depth is in meters,

absorbing boundary conditions (Engquist and
Majda, 1977) are applied along the domain boun-
dary, ensuring an outgoing propagation of the
wavefields.

For time-lapse problems, we consider slowness
perturbations §s(x) with a support suppds =T,
wholly contained in the interior of D, I' C int
D. If G(x,y) is Green’s function for the un-
perturbed Helmholtz equation A-3 in D and
absorbing boundary conditions on dD, then equa-
tion A-1 is equivalent to the Lippmann-Schwinger
integral equation

us(x.y) =0 / G(x.y)[(s(y) +35(%))~5*(y)]

X[u;(y)+us(y)ldy, (A-4)

and the horizontal axis inline is in meters.
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APPENDIX A

TIME-LAPSE SCATTERING APPROXIMATIONS
Acoustic scattering

Assuming a known background slowness s(x), x € R? (acoustic
slowness is the reciprocal of acoustic velocity) and a slowness per-
turbation 8s(x), the total wavefield component u(x) for frequency w
satisfies the Helmholtz equation

or, equivalently,

us(x.y) = o? / G(x.y)[(s(y) +35(¥))? = 5(y)]

r
X [ur(y) + us(y)dy. (A-5)

The expression in the first set of square brackets is a perturbation
of the “slowness squared” denoted from now on as &s>

852(x) = (s(x) + s(x))? — s2(x) ~ 2 s(x)ds(x). (A-6)

The incident wavefield u;(x) in equations A-4 and A-5 is as-
sumed known.

Born series

Assuming that §s> = O(e), where ¢ is the characteristic magni-
tude of a model perturbation, and formally representing the scat-
tered wavefield as a Born scattering series

ug(x) = u(sl)(x) + u(sz)(x)—i- s x = (X, X0, x3), (A7)

[A+@?(s(x)+85(x))]u(x) ==f(x),x€DCR’, (A-1)  where
where f (x) is tl}e seismic source .CO{nponent for frequency w. The “(Sk) (x) = O( ek), k=1,2,..., (A-8)
total wavefield is the sum of the incident and scattered wavefields
we obtain

u(x) = uy(x) + ug(x), (A-2)

where the incident wavefield u; satisfies the Helmholtz equation
with the unperturbed slowness:

(A + 0?5 (x)]uy (x) = —f(x). (A-3)

Note that for the well-posedness of problems for equations A-1
and A-3, we need to impose an additional condition on the solution,
such as the Sommerfeld radiation condition for a homogeneous
medium (Colton and Kress, 1998). Physically, such a condition
requires that the total field be outgoing at infinity. We will assume
that equations A-1 and A-3 are solved in a domain D C R? and that

W %) = [ Glxy)65(3)u(y)dy.

ugi+1) (X) — (UZ /r G(X, y)6s2 (y) ug) (y) dy (A'9)

Equations A-9 will help us to analyze the strengths of the Born
series in equation A-7 in relating the diffracted wavefield ug(x) to
8s(x) for short-wavelength model perturbations, and its limitations
for long-wavelength model perturbations. Assuming for demonstra-
tion purposes a homogeneous background s(x) = s, and a constant
finite &s, for a 3D medium, we have
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_exp(iosg|x —y|)

G(x,y) = dalx— ] (A-10)

An incident plane wave propagating along axis x = x; is given
by

u;(x) = exp(iwsgx). (A-11)

For a perturbation in a sufficiently small domain far from receiver
locations

Vyerl:|y|<x, (A-12)

the denominator of expression A-10 is asymptotically a constant
factor if y € I', and from equations A-6 and A-9, we obtain

552 - w?

prepm Y exp(iwsy(x — y1))

u(sl)(x, 0,0) ~

X exp(iwsoy;)dy,

L - 8552 - @? .
= mexp(za)sox),
L-sy-08s- @? .
= WCXP(ZQSOX), (A—13)
where
L=nR'(x),x* e nR!(x) (A-14)

is length of the model perturbation along axis R!(x), and x° is an
arbitrary point within the support of §s. Note that inequality A-12
means that

X0 < Jx|, L <|x]|. (A-15)

The second inequality A-15 can be understood as a spikiness of
the model perturbation because it is concentrated in a relatively
small subset, compared with the characteristic model dimensions,
such as the distance from a source of the incident wave (i.e., a sub-
surface reflector) to a surface receiver.

Equation A-13 means that the first-order Born scattering under
our assumptions only accounts for the amplitude effects, but not the
phase of the scattered wavefield. Indeed, phase changes (and time
delays) accumulate in expression A-7 through the effect of the de-
nominator in expression A-10, requiring progressively many terms
to account for a phase delay or advance in the scattered (transmitted)
wavefield. However, transmission through a constant perturbation ds
of length L would cause a phase change proportional to Lds; there-
fore, any technique based on the truncated Born scattering would
be suboptimal for relating long-wavelength, or blocky, velocity per-
turbations to measured scattered wavefields. This is a well-known
limitation of diffraction tomography (Wu and Toksoz, 1987) that is
inherited by any FWI using the standard time-domain L,-misfit func-
tion (Fichtner, 2011). On the other hand, the Born series is a very
good scattering approximation for short-wavelength large-amplitude
perturbations as, again, demonstrated in equation A-13: Such pertur-
bations have a first-order effect on the amplitude of the scattered
wavefield.

Rytov series

The Rytov scattering series (Ishimaru, 1978; Rytov et al., 1989;
Woodward, 1989) is based on an asymptotic phase expansion of
the scattered wavefield and linearly relates phase changes with mag-
nitudes of the slowness change to a first order, as does the initial
approximation of FWI of phase misfits (Fichtner, 2011). To dem-
onstrate that, let us again study the propagation of a planar incident
wave A-11 through a perturbation §s. Under the Rytov scattering
series, we represent the sum of the incident and scattered wavefields
as

wy(x) + us(x) = expl 0 (x) + P (x) + 9O () + -],
(A-16)

where
P (x) = 0(e"), k=0,1,2,..., (A-17)

and e is again the characteristic magnitude of the perturbation. Note
that in equation A-16, phase terms ¢*)(x) may have nonzero real
and imaginary parts, with the real parts determining solution am-
plitude. Substituting equations A-16 and A-17 into equation A-1
and assuming that

uy(x) = exp[p® (x)], (A-18)

after grouping together the terms of the same order of magnitude,
we obtain

AP (x) + [V (x)|* + @?s(x) = —f(x).  (A-19)
and

A (x) +2(Ve) (x), o1V (x))
+ |V (x)? + @?8s%(x) = 0, (A-20)

where only the first two terms of the Rytov series A-16 are used.
Assuming, for simplicity, a constant background s, and a constant
finite perturbation Js, the phase change for a transmitted plane wave
traveling through a perturbation ds of characteristic dimension L
is approximately proportional to Lds?/(2s) ~ Lds. Indeed, the
plane-wave solution A-11 satisfies equation A-19 outside of supp
f. Assuming a heterogeneity along the x-axis only, hence

¢ (x) = 9 (x). (A-21)
we obtain
2 2
%d’(l)(x) + [d;dxqﬁ(l)(x)} + 2iw50%¢(1)(x)
+ w*6s*(x) = 0. (A-22)

If slowness perturbations are small in magnitude

552
165 < 1 :’—’ <1, (A-23)
So
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we can drop the second term in equation A-22 because it is of order
O(€?) to obtain

2
d—2¢<‘>(x) 2iws0-L g0 (x) + 0?852(x) = 0. (A-24)
dx dx

Furthermore, assuming that the perturbed phase is slowly chang-
ing in space, we can drop the first term to obtain the following equa-
tion that governs a strictly imaginary phase (thus producing a phase-
only Rytov approximation):

v 52 2
¢ (x) = ia)/ &2—(’7)037 = ia)/(SSZ—W)dn,
—00 r

S0 S0
2506
~io / 25005() 4 / 8s(n)dn. (A-25)
r 2s r

Note that the discarded term in equation A-24 contributes to the
real phase component, and thus accounts for amplitude effects. Let
us now analyze the order of magnitude of amplitude effects that can
be estimated by solving the full equation A-24. Solving the linear
equation with constant coefficients, we obtain

d

(@) = o7 / " e2ionln 2 (0 dn,  (A-26)
x oo

and after integration by parts,

d o’ [ A
— WM == 552 (n)de=2iwso(x—n)
dx (*) Zia)so/_m s (n)de
iw io [* .
— 5s2 _ —2iwsy(x—n) 552 'd
0=y [ e ) ay
iw 1
= 552 — 552 /
0520~ 55200

R O

A o (A2
=3 057 () + 2 g aye 657 ()],

where we assume that the derivatives of squared slowness pertur-
bation ultimately become negligible, [652]*) ~ 0. The first term in
the right side of equation A-27 yields the first-order phase shift of
equation A-25 after integration. The odd terms of the series in equa-
tion A-27 are phases with nonzero real parts and contribute to the
amplitude of the scattered wave. Note that significant oscillations of
model perturbation s> may result in large spikes of the slowness
derivative and thus affect the scattered amplitude. On the other hand,
oscillatory model perturbations with zero average have negligible ef-
fect on the phase and, by extension, traveltime of the scattered wave
(see equation A-25).

It should be noted that while the requirement of perturbation
spikiness in inequality A-15 is critical for the accuracy of the Born
approximation, the requirement of blockiness and small variation
of the slowness perturbation is not necessary for the accuracy of
the Rytov approximation with a full complex phase. Indeed, solu-
tion of the second-order ordinary differential equation A-24 shown
in equation A-27 accounts for the amplitude and phase effects of

perturbation oscillations. However, in the absence of significant per-
turbation oscillations, there is a simple linear relationship between
the slowness perturbation and phase change (or time shift) of ex-
pression A-25 that is equivalent to the linearized traveltime tomog-
raphy approximation.
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